lcnonb3oBaHue rpacpoBbIX HEiPOHHBIX CeTei
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BeepeHune

AKTyanbHOCTb

o COBpeMeHHbIe SKOHOMUNYECKNE CUCTEMDI O6J13,D,3POT CJIOXKHOW ,D,I/IHaMI/I‘-ieCKOﬁ CprKTypOVI.

o TpapmuuoHHble (NnHeliHbIE) METOALI aHAAN3a 1 HE YYUTLIBAIOT CETEBYIO NMPUPOLY
B3auMOAERCTBI 1 NIoxo paboTatoT C HENUHENHBIMM 3aBUCUMOCTSIMMN.

@ [pachoBble HelipoHHbLIE CETY MO3BOJIAIOT MOAENNPOBATL CBSA3M MEXAY IKOHOMUHECKUMMU
AreHTaMMn N OTCJIEXKUBATL UX 3BOJIIOLINIO BO BPEMEHU.
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OcHOBHble NOHATUS

["pachboBble HelipOHHbIE CeTY

Onpepnenerne

pacpoBasi HeliporHasi ceTb (GNN) — 310 Mogenb, nsBnekatowas NpU3HaKN U3 AaHHbIX,

NpeAcTaB/eHHbIX B BUAe rpada.
- f.

t

Bacunses Makcum pacbosbie HC B skoHoMuke




OcHoBHble NOHSATUSA

["pachboBble HelipOHHbIE CeTY

OOuiee npaBuao 00HOBNEHNSA NPU3HAKOB y3na:

hey1(v) = 7e(he(v), AGGR:({he(u) : u e N(v)}))

ht(v) — BekTOp MpU3HAKOB y3/1a v Ha CJoeE t.
N (v) — MHOXecTBO cocefiell y3na v, T.e. BCEX y3/10B, CBA3AHHbIX C HUM pebpom.
AGGR¢(-) — arperupytoas pyHkums, 0bbeanHsOWas NHPOPMaLMIO OT COCEAEil:

Tt(+) — dyHKLNSA OOHOBNEHNSI NPU3HAKOB y3na:

he+1(v) — HOBOe npepcTaBieHmne y3na, nCnonb3ytoLlee MHPOPMALMIO KaK CaMoro y3a,
TaK 1 ero cocefei.
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pacdhosbie ceepTouHble HelipoHble ceTn (GCN)

OcHoeHas nges

'padhoBas ceepTodHasi ceTb 0obobliaeT naeto obbi4HONM CBEPTKM Ha CTPYKTYpy rpada. Kaxkgas
BEpLUMHA ODHOBASIET CBOE MpefCTaBeHNe, YCPEAHSS NMPUSHAKU CBOUX COCeAeii.

Hiy1 = o(D7Y2ADY2HW), (1)
roe

o H, € R™% — matpuua npusHakos Ha cnoe /, n — 4ucno y3nos, dj — pasMepHOCTb
MPU3HAKOB;

o(-) — dynkuns aktusauyun (Hanpumep, RelLU), geiicteyer noanementHo: 0 : R — R;
D = diag(di,...,d,) — AnaroHanbHas MaTpuLa CTeneHell BepLwuH, d; = EJ- Aij

A€ R™" — maTpuua CMEXHOCTU C NETASIMU, /1EMEHTHI Ajj € {0,1};

W, € Ré*d1 — MaTpULA BECOB CJIOSl, AEiCTBUTENIbHbIE 3HAYEHUS.
Mockea, 2025 6/40



Knaccudbukaums cratuyeckux GNN

CnoxHocTb gobasnerusi Hoeoro pebpa B GCN

Mpwn nosieneHnn Hosoro pebpa nsmeHsieTcst HopmanusosanHas matpuua A € RNV nostomy
HEODXOAMMO MepecHMTaTh BCKO ONepauuio:

HUHY = o(AHO W),

Pasmepbl maTpuy:
AAERNXN, H(/) ERNXd, W(/) ERdXd.

1. Nepecuér AH: O(N2d)
2. Nepecuét (AH)W:0(Nd?)

MNToroBasi cnoXHoCTb nepecqéTa BCero cnos:

O(N3d + Nd?)
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[pacbosele cetn BHUManus (GAT)

OcHoeHasi ngesi

Kamp,aﬂ BEPLUNHA obHOBNSIET CBOE npeacrtaBneHME, B3BELLINBAA BKa[ cocep,e|7| Hepes
MEXaHN3M BHUMAHWNA.

h; = Z aj Whj, e =a' [Wh;|| Whj], «; = softmax;(e;)
JEN()

hi € RY — BekTOp Npr3HaKoB BEPLUMHBI i;

W € R9%Y — matpuua nuneiinoro npeobpasosaHus;
a € R2 — BekTop napaMeTpoB MexaHU3Ma BHUMaHUS;
ejj € R — HeHopMann3oBaHHas BaXKHOCTb cocefa J;

ajj € R, — HopmanusoBaHHOe BHUMaHMe;

N (i) — MHOXecTBO coceneii BepLUNHBbI .
Mocksa, 2025 8/40



Knaccudbukaums cratuyeckux GNN

CnoxHocTb gobasneHusi HoBoro pebpa B GAT

Mpu nosienenun Hosoro pebpa (u, v) B GAT c d - pasamep h n k - kon-Bo cocepeii, Heobxoanmo

nepecHuTaThb:
1. JluneiiHoe npeobpa3soBaHne NPU3HAKOB:

0(d?)
2. Bbluncnenue ko3apdpurumeHToB BHUMAHUS:
es = a' [Wh,||Wh,] = O(d) Ha oaHo pebpo
3. Hopmanuzauyusa softmax no cocepsam:
O(k)

4. ObHoBneHne 3mbegaunHra ysna:
O(kd)

WTtorosas cnoxHocTs aobasnenns ogHoro pebpa: | O(d? + kd)

Bacunses Makcum Ipachoebie HC B skoHOMUKe Mockea, 2025
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Knaccudbukaums cratuyeckux GNN

[pach, npusnaku n Attention-score

padch:
1 10 1 0
1-2-3, A= 11 1 1}, X=10 1}, W:[
011 1 1

MNocne nuHeiiHoro npeobpasosaHus:

hi =1[1,2], h2=13,4], h3=1[4,6]

|_|OJ'|y'-ieHHbIe BECa pe6ep:
€11 = 6, €12 = 10
€21 = 107 €0 = 147 €23 = 17
€32 = 17, €33 = 20

Bacnnees Makcum Ipachoebie HC B skoHOMUKe

}, a=[1,1,1,1]

Mocksa, 2025
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Beca BHMMaHuUst n nToroBoe obHOBIEHME Y3/10B

Softmax no cocensim:
11 = 0.018, 12 = 0.982
a1 = 0.002, apy = 0.121, ap3 = 0.877
aszp = 0.047, a3z = 0.953

ObHoeneHue:
W= ajh;
JEN(i)
PesynbTtaTh:
hy = [2.964, 3.964]
H, = [3.873, 5.750]
h; = [3.953, 5.906]
GAT oby4aemo BbiOMpaeT, Ha KOro CMOTpPeTb CUJibHee.
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GraphSAGE (SAmple and aggreGatE)

OcHoeHas nges

GraphSAGE obyyaeT renepaTnsHyto yHKLMIO, arperupyst UHGOPMaLnio N3 NOKaaLHOMO
OKpY>XeHUs C nomolLblo obydaemoii arperupytouleil pyHKLMN.

A = U(W(k) : (h(vk*” | AGGREGATEM({ hf ™Yy e N(v)}))) 2)
h\(,k) € R% — npeacraBneHve BepLnHbl v Ha cioe k;
N (v) — mHOXecTBO cocefiell BepLunHbI V;
AGGREGATE() : RW()Ixdi-1 _y Rdk-1 (mean, max, LSTM);

W) e R(d-1)xd _ matpuya Becos cnosi;

o : R — R — HenuHeliHas akTMBauus.
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Knaccudbukaums cratuyeckux GNN

CnoxHocTb gobaeneruns ogtoro pebpa B GraphSAGE

Mpu nosieneHun Hoeoro pebpa (u, v) ¢ pasmepom smbeanHra y3na - d U CKOANYECTBOM
cocegein - k TpebyeTcst 0BHOBUTL MpefCTaBiEHNS Y3/I0B YEPEs:
1. CtonmocTb arperauun cocegeii:

O(kd) (Mean Aggregator), O(kd®) (LSTM / Pooling Aggregator)

2. CtoumocTb 00HOBNEHUS NpeacTaBieHns y3na:
0(d?)

NTorosas cnoxHocTb aobasneHuns ogHoro pebpa (obHoBNeHWe y310B u U v):

O(kd 4+ d?)| (Mean), |O(kd®)| (LSTM / Pooling)

Bacunses Makcum Ipachoebie HC B skoHOMUKe Mockea, 2025
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Knaccudbukaums cratuyeckux GNN

pach 1 npusHakm y3nos

Npadch:
1-2-3
MaTpuua cMmexHocTu:
010
A=(1 0 1
010
[MpusHakm y3nos:
10
X=101
11
Nicnonbsyem mean-aggregator.

Mockea, 2025 14 / 40



Knaccudbukaums cratuyeckux GNN

Arperauusi cocefieil 1 KOHKaTeHaLUS

Cocepnu:
N(1) =12}, N(2) ={1,3}, N(3)={2}
Arperauus:
AGGREGATE(1) = [0,1], AGGREGATE(2) =[1,0.5], AGGREGATE(3)=[0,1]

KonkaTernauus:

h$?t = [1,0, 0,1]
h$t =[0,1, 1,0.5]
h$?t =[1,1, 0,1]
Becoeasi maTpuua:

10

01
W= 11

2 1

Bacunses Makcum Ipachoebie HC B skoHOMUKe Mockea, 2025 15 / 40



ObHoB/IEHME Y3/10B U NTOTrOBblE SMOEAAVHI Y

ObHoBneHue:

H, = o(Whet)

Bbiuuncnenus:
h’l = ReLU(]3,1])
h'2 = RelLU([2,2.5])
hg = ReLU(]3,2])

Wtorosbie npeactasneHns y3nos:
hy =[3,1], h,=1[2,2.5], h;=1]3,2]

GraphSAGE: oby4aemas arperauns + KoHKaTeHauus NPU3HAKOB

Bacnnees Makcum Ipachoebie HC B skoHOMUKe
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Temporal Graph Networks (TGN)

@ TGN — Graph Neural Network ans aunamuyecknx rpados.

@ [pad n3MmeHsieTCs BO BpPEMeHU, CODLITUS MPUXOAAT MOCIEA0BATENLHO:

E = {(u,v, t,xu(t)}

rae u, v — ysnbl, t — Bpemsi cobbiTus, X, (t) — npusHakn pebpa.
@ TGN nossonsert:

o ObpabaTbiBaTh NOTOKM COOLITHI
o [nHamunyeckn oBHOBASATL COCTOSHUS Y3108
o [Monyyats ambepanHru ans npeackasanus byaywmx cobbiTnii

Bacunses Makcum Ipachoebie HC B skoHOMUKe Mockea, 2025

17 /40



OcHostble mogynn TGN

© Memory (MamATbL y310B): XxpaHuUT Tekyllee cocTosiHue y3na m,(t), oTpaxatoLyee
NCTOPUIO B3aNMOAECTBNIA.

@ Message Function: dopmupyet coobuienmne ans cobbiTisi Ha OCHOBE TEKYLLUWX COCTOSIHWIA

Y3J10B 1 NpuU3HaKoB pebpa:

msg,, (t) = f(my(t™), my(t7), xuv(t))

© Memory Updater: obHoBAsieT namMsiTh y3/10B NOCAE KaX[Oro cobbiTusi, HacTo
ncnonbsyercs GRU van LSTM:

mV(t) = GRU(mV(ti)a msguv(t))

© Embedding Module: reHepupyet ambenanHrin y310B Ha TEKyLUNA MOMEHT BPEMEHU:

z,(t) = AGGREGATE(m, (t), {my(t)|u € N(v,t)})

Bacunses Makcum Ipachoebie HC B skoHOMUKe Mockea, 2025
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Memory (MamsTs y3nos)

Kaxxzomy ysny v COOTBETCTBYET BEKTOP cOCTOsiHUSI m,, (t)
HauansHoe coctosinne: m, (0) = 0 nnu cnywqaiivoe

Mocne cobbiTusi namsTe obHoBAsiIETCst ¢ nomowbto Memory Updater

Cmblch: COXPaHAET NCTOPUIKO Y31 N OTPAXKAET aKTYyaJIbHOE COCTOAHUE

Bacunses Makcum Ipachoebie HC B skoHOMUKe Mockea, 2025 19 / 40



Message Function u Memory Updater

@ Message Function:

o DopmupyeT coobuyieHne s KaX[oro cobbiTus
o [lpumep: u naiiknyn v:
msguv(t) = MLP([mUa my, Xuv])

e Memory Updater:

o lMpuHumaet cTapoe coctosHme u coobuieHne
o GRU/LSTM obHoBnsieT namsTb:

my(t) = GRU(m,(t7), msg,, (t))

Bacunses Makcum Ipachoebie HC B skoHOMUKe Mockea, 2025
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Embedding Module n notok paboter TGN

o Embedding Module:
z,(t) = AGGREGATE(m, (t), {mu(t)|u € N(v,t)})

@ ArperaTtop MoxeT bbITb: mean, max, attention
@ [loTok paboTsbi:
@ Cobbitue: (u,v,t)
© Message Function dopmupyetr msg
© Memory Updater obHOBASIET NamMsATb y3/10B U U V
@ Embedding Module renepupyet ambegannru z,(t), z,(t)

TGN — adbpbekTuBHAA Mopenb Anst guHaMUYeckux rpacoB C NOTOKaMU COObLITUIA.
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ObpaboTtka HoBoro cobbiTus B TGN

Mpu nosienennmn Hogoro coobuenusi (cobbitust) (u, v, t, x,) TGN BbinonHserT:
© Message Function: dopmupyet coobienne msg,, (t)
© Memory Updater: obHoBnsAe€T naMsTe Y3708 U 1 v
© Embedding Module: obHoBnsieT ambeaauHru y3i0B C y4eToM cocepeii

@ OnuuoHanbHaga arperayms: ecnm ncnosb3yertcs attention nnn pooling no cocegsam

Bacunses Makcum Ipachoebie HC B skoHOMUKe Mockea, 2025 22 /40



CnoXKHOCTb MO Laram

Ob6o3HaueHus:
@ d — pasmep ambeaguHra ysna
@ k — cpefjHee KONMYeCTBO cocenei
Cmsg ~ O(d?) — copmuposatue coobuyermns (MLP)
Cupdate ~ O(d?) — obroenetue namatn (GRU/LSTM)
@ Cygg ~ O(kd) — arperaumns cocepeii
LWaru:

Message Function: O(d?)
Memory Updater (2 y3na): O(d?)
Embedding Module ¢ cocegsimn: O(kd)

Bacunses Makcum Ipachoebie HC B skoHOMUKe Mockea, 2025 23 /40



ITorosas cnoxHoOCTb

CyMMapHast CIOXKHOCTb 0HOro cobbITns:

Oevent = O(d2 + kd)

Mpun 6onblunx smbepannrax d > k pomunupyet O(d?)

Mpwn o4eHb BbICOKOIA cTenenn y3noB k > d gomunupyet O(kd)

Ons 6aTyeit nz B cobbiTnii:

Obatch = O(B(d2 + kd))

TGN adppekTuBeEH, Tak Kak OBHOBASIOTCS TOJILKO JIOKAbHBIE Y3/ibl, @ HE BeCb rpad
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NcxonHble gaHHble

lpacp: 1 —2-—3
CobbiTne: y3en 1 B3anMogeiicTeyeT ¢ y3/70M 2 B MOMeHT t = 1
MamsaTe y3noe (Memory):

ml(O) = [0?0]7 m2(0) = [Oa 0]7 m3(0) = [07 0]
Mpu3sHaku pebpa:
X12 = [1701
Time Encoding:
#(1) = [sin(1),cos(1)] ~ [0.841,0.540]
Message Function: obyvaemas maTtpuua Winsg:

Bacnnees Makcum Ipachoebie HC B skoHOMUKe
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PopMrpoBaHue coobLeHUst n 0bHOBAEHNE NAMSATY

Coobuwerne (Message Function):
[m1||m2||X12H¢)(1)] = [0, 0, 0, 0, 1, 0, 0.841, 0.540]

msgip = Winsg - [.--]7 = [1.841,0.540]

O6Hoenenune namstu (Memory Updater):
m1(1) = ReLU(m1(0) 4+ msg;,) = [1.841,0.540]

my(1) = ReLU(my(0) + msg;,) = [1.841,0.540]
m3(1) = m3(0) = [0, 0]

Bacunses Makcum Ipachoebie HC B skoHOMUKe Mockea, 2025
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Arperauus cocegeii (Embedding Module) n utor

Mean aggregator:
z,(t) = mean(m,(t), {my(t)|u € N(v)})

dmbeaanHrn y3nos nocne cobbitTus:
z1(1) = mean([1.841,0.540], [1.841,0.540]) = [1.841,0.540]

2(1) = mean([1.841, 0.540], [1.841,0.540], [0, 0]) ~ [1.227, 0.360]
z3(1) = mean([0, 0], [1.841,0.540]) = [0.920, 0.270]

WTor: dmbenauHrn yunTeIBatOT NaMsiTh y3/10B, COOBLEHMSI 1 BpeMsi COBbITUS.

Bacunses Makcum Ipachoebie HC B skoHOMUKe Mockea, 2025
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CpasHerne GCN, GAT, GraphSAGE n TGN

Mopenb Twn rpacda Yyér spemern | CnoxHocTb
GCN CraTuuecknii Her O(N?d + Nd?)
GAT CraTuyecknii Her O(d? + kd)
GraphSAGE | Cratuuecknii / nHAYKTUBHBII Her O(kd?)
TGN Annamunyecknii [a O(d? + kd)

TGN e,D.I/IHCTBeHHbIIZ YHUTBLIBAET BPpeEMs, NaMATb U NOTOK cobbITuii.

Bacnnees Makcum Ipachoebie HC B skoHOMUKe

Mocksa, 2025
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MpumeHeHne B skoHOMUKeE

Mpumenenne: THGNN gns dorHaHCOBLIX BPEMEHHbBIX PsIAOB

Mogenb n uens

AeTtopsbl npeanaratoT mogens THGNN ans nporHosmpoBaHust ABMXKEHWIA LEH akunii, y4NTbIBast
U GUHAMUKY BPEMEHHbBIX PSAOB, U FETEPOreHHblE OTHOLLEHNS MEXAY KOMMaHUSIMU.

P —
®
Q
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5
P

t
(a) Stock Correlation Graph Generation

Bacunees Makcum
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(d) Heterogeneous Graph
Attention and Node
(c) Temporal Graph Attention classification

Mocksa, 2025

29 /40



Apxntektypa THGNN

mbpuaHas cTpykTypa

e Temporal Transformer — n3BneyeHre JONTOCPOHHBIX 3aBUCUMOCTER BPEMEHHBIX PSIAOB

@ Heterogeneous GAT — yunTbIBaeT pasHble TUMbI SKOHOMUYECKUX CBSA3EN:

e Ortpacnesble
o KoppensiunoHHbie
e KanutanusaunoHHbie rpynnbl

@ Multi-head attention — BbigensieT Kto4EBbIE CBA3N MEXAY KOMMNAHUAMU

Takoii nogxon NMO3BOSIET YHMTLIBATL KaK BPEMEHHYIO 3aBUCUMOCTbL C MOMOLLbIO
TpaHdOPMEPOB, TaK U CTPYKTYPHYIO C MOMOLLBIO reTeporenHbix GAT

Bacunses Makcum Ipachoebie HC B skoHOMuUKe Mockea, 2025
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MNpumeHeHne B s3KkOHOMUKE

JaHHble 1 npusHaku

NcTounnkm panHbix
® [lneBHble koTuposkmu komnanuii ns SP500 n CSI300 (2016-2021)

@ [pad: ctaTuyecknii Ha Becb nepuog oby4eHus

[MpusHakm
OHLC (Open, High, Low, Close)

Obbembl TOpros

°
@ BonaTtunbHocTtb
°

PbiHOYHbIE hakTOpbI

Lens momenn

Knaccudukauymsi HanpaeneHusi ABUKEHUS LieHbl Ha CNEAYIOWNA feHb
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MpumeHeHne B skoHOMUKeE

PesynbTathl
S&P 500 CSI 300
ACC ARR AV MDD ASR CR IR ACC ARR AV MDD ASR CR IR
LSTM 0.532 0.377 0.449 -0.382 0.842 0.989 0.954 0.515 0.291 0.318 -0.240 0.915 1.213 0.877
GRU 0.530 0.362 0.445  -0.379 0.813 0.955 0.934 0.517 0.312 0.320 -0.243 0.975 1.284 0.932
Transformer 0.533 0.385 0.454 -0.384 0.848 1.005 0.960 0.518 0.327 0.322 -0.245 1.016 1.335 0.969
eLSTM 0.534 0.434 0.454 -0.373 0.955 1.163 1.041 0.520 0.330 0.323 -0.239 1.022 1.381 0.991
LSTM+GCN 0.538 0.470 0.442 -0.354 1.062 1.326 1.103 0.523 0.351 0.320 -0.217 1.097 1.618 1.119
LSTM+RGCN 0.565 0.558 0.463 -0.366 1.205 1.522 1.203 0.536 0.509 0.326 -0.235 1.561 2.166 1.537
TGC 0.552 0.528 0.455 -0.344 1.163 1.535 1.180 0.531 0.453 0.323 -0.224 1.402 2.022 1.412
MAN-SF 0.551 0.527 0.467 -0.357 1.130 1.478 1.157 0.527 0.418 0.334 -0.225 1.251 1.858 1.282
HATS 0.541 0.494 0.466 -0.387 1.060 1.277 1.110 0.525 0.385 0.332 -0.249 1.160 1.546 1.116
REST 0.549 0.502 0.466 -0.359 1.079 1.398 1.117 0.528 0.425 0.331 -0.228 1.284 1.864 1.298
AD-GAT 0.564 0.535 0.457 -0.371 1.170 1.444 1.187 0.539 0.537 0.329 -0.240 1.632 2.238 1.596
THGNN 0.579 0.665 0.468 -0.369 1.421 1.804 1.340 0.551 0.632 0.336 -0.237 1.881 2.667 1.875

Bacnnees Makcum Ipachoebie HC B skoHOMUKe

Mocksa, 2025

32 /40



MpumeHeHne B skoHOMUKeE

OrpaHl/lqu nA N KOMMEHTapun

OrpaHnyeHuns
o Cratnynblii rpad Ha Beck nepuog obydeHuns
Bbicokast BbiuncnutensHasi ctoumocts (Transformer + GAT)

(]
(] I'Ipe,u,CKasblsaeT TOJIbKO HanpaBs€HNE U3MEHEHNA LEHbI
(]

TpebyeTcs akkypaTHast kKaanbposka Tunos pébep
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MpumeHeHne B skoHOMUKeE

[Mpumenenne: rmbpug LSTM-GNN ans nporHosmposaHust akuuii

Mogenb n uens

ABTOpbI NpegnaratoT rubpuaHyro Mogenb, kombuHupytowyto LSTM ans BpemeHHbIX psigoB u
GNN pns rpadoBoro aHannsa B3aUMOCBSI3el MEXAY aKLUAMU.

NcTouHnkn paHHbIX
@ llcTopuyeckmne BpemeHHble psigbl LEH aKLuii

o Expanding-window Banngauus: nocteneHHoe paclivpeHue obyvatoweii BbIGopKy

o [pad Koppensumii Mexxay akTuBaMu OBHOB/ISIETCA MO Mepe PoCTa OKHa

MpusHakm
o LleHa 3akpbITusi, OTKpbITUE, MAaKCUMYM, MUHUMYM
o Obbem Topros

o KoppensiunoHHble N acCoUMaTUBHbLIE CBS3M MEXAY aKTMBamMu
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MNpumeHeHne B s3KkOHOMUKE

Apxntektypa LSTM-GNN

MmbpugHas cTpykTypa
@ LSTM - ananus BpemeHHbIX psifoB (LeHbl, 0bbembl)

GNN - rpad koppensiuunii 1 acCouMaTUBHLIX CBA3EA MEXAY aKTMBAMM

o
e [pad obHoBANsIETCS MO Mepe paclmpeHus obydatoweli Beibopku (expanding-window)
o

WNcnonb3syetcs aganTueHas nepekanmbpoeka mogenu

Bacunses Makcum pacbosbie HC B skoHoMuke



MpumeHeHne B skoHOMUKeE

OcobenHocTn Mogenu

LSTM 3chbcpekTUBHO M3BNEKAET BPEMEHHBIE 3aBUCUMOCTY
GNN yuuTbIBaET CTPYKTYpY pbIHKA U KOPPENALUOHHbLIE CBSI3M
pach AMHAMNYECKN ODHOBSIETCA C YBEMYEHNEM LaHHbLIX

AgpanTneHas nepekanubpoBKa MOBLILLAET YCTORYNBOCTL MOZAENU

PewaeT perpeccroHHyto 3afja4y — NpeAcKasbiBaET YNCIOBYHO LiEHY, a HE TONbKO
HanpasfieHne
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MNpumeHeHne B s3KkOHOMUKE

PesynbTathl

Comparison of MSE Across Models (Sorted by MSE)
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MpumeHeHne B skoHOMUKeE

Orpaqueva N KOMMEHTapun

OrpaHuyeHus
@ 3HaumMTeNbHblE BIYMCANTENLHBIE PECYPCHI
@ YyBCTBUTENLHOCTL K BLIDOPY OKHA U MOPOrOB KOPPENsLuum
@ GNN moxeT bbITb WyYMHbIM B Nepuogbl TypbyNIeHTHOCTU pbIHKa
°

Bce mopenu crankusatotcst ¢ npobnemoii cTaTuHHOCTY rpadhoB U OrpaHMYEHHOrO y4éTa
PBIHOYHBIX PEXXUMOB

KomMmeHTapun
@ WNuTerpaumsi LSTM n GNN noBbilwaeT TOYHOCTb NMPOrHO30B LEH
o OTtnunuaetcsa oT npefbigymx paboT TeM, YTO PELIAeT PerpecCUOHHYIO 3ajaqy

@ CpaBHeHue NOAXOAOB MOKa3bIBAET, YTO rpachoBble MOAENN CTabNIBHO yNy4LWaloT NPOrHO3
bnarogapst y4€Ty pbIHOYHOR CTPYKTYpbI
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3aksto4eHne

BbiBoabi

e [padhosbie HelipoHHble ceTn (GNN) nosBossitoT yunTbIBaTH HE TOBLKO
VHAUBUAYaNbHbIE MPU3HAKN areHTOB, HO U CTPYKTYPY B3auMOAENCTBUiA B
5KOHOMUYECKNX CUCTEMAX.

@ GraphSAGE un GAT 3ddekTnBHbI g5t arperaumm COCEAHUX Y3/10B U BHUMAHUS K
3HaYUMbIM CBA3SIM.
e Ounamunyeckme GNN (TGN) yunTbiBatoT BpeMeHHYI0 3HAYMMOCTb COObITHIA.

o nbpugrbie mogenn LSTM-GNN obbegunstoT:

o LSTM — 3axBaT BpeMeHHbIX 3aKOHOMEPHOCTENR KaXK4Ooro y3na,
o GNN — yyeT Mexy310BbIX CBS3ENA,
o MLP cnou — nsyyeHune cnoxHbIx HeNMHERHbIX B3aNMOAECTBUIA.

@ [mbpugHble MOLENN NO3BONSIIOT YYHLINTL TOYHOCTL MPOrHO3NPOBaAHNS PUHAHCOBLIX
BPEMEHHbIX PALOB.

Bacnnees Makcum pacbosbie HC B 3koHOMUKeE Mockea, 2025
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