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AKTYAJIBHOCTH TEMBI

[IpobOnema: OBICTPBINA POCT 00beMa HAyYHBIX CTAaTEll CO3aeT BBI30OB JJIS
aHan3a 1 00padOTKH HOBOM MH(OpPMAIIMU, TaK KaK €KEroaHO
NyOIHUKYIOTCS OKOJI0 MHAJUIMOHA Pa0doT.

3aj/1a4a; BhIABICHUE HOBBIX MEPCIEKTUBHBIX, MEKIUCIUILUIMHAPHBIX U
PEBOJIIOIIMOHHBIX HAMPABJIECHUN 10 TOTO, KAK OHU TOJYYaT IIUPOKOE
IIpU3HAHUE.



IlocTanoBKA 3a1aun

Jlano:

1) MHOXKECTBO HAayuHBIX nyonukauuii D = {Dy, D,, D, ..., D, }, n -
KOJIMYECTBO OIYOJMKOBAaHHBIX CTaTEH;

2) MEeTaJlaHHbIC KaXX10M cTarbu D;: aBTOp, Ha3BaHUE PAOOTHI, IO
NyOIUKAIUM, IUTUPYEMas JTUTEpaTypa, IOJIHBIA TEKCT paOOTHI.

Llenu 3agayu:

* TOMCK (pYHKIMH [, KOTOpasi ONMChIBACT MOJICIb MAILIMHHOI'O OOyYECHUS U
KOTOpas 11 MOMEHTA BPEMEHH ¢ TPOTHO3ZUPYET IMOSIBICHUE HOBOM TEMBI
T .

new?

* IIOMCK HEOKHJIAaHHBIX KOMOMHALIMK CYIECTBYIOIINX TEM , KOTOPBIC C
HanOOJIbIICH BEPOSITHOCTHIO CPOPMUPYIOTCS KO BPEMEHU L.



IlpeacraBieHue TaHHbIX

[ Cratbs

[ AsTOp
@ Knwoyesoe CNoBo
3 KoHuenT
1. V3mbl (BepIIMHBI): AaBTOPHI, HA3BAHUS
CTaTeu, KOHIENThI, KJIIFOUEBBIC CJIOBA;
2. PeOpa (cBsI3M): IUTHPOBAHKE, rpm

COaBTOPCTBO, IPUHATIC)KHOCTD K TCMC.

MawwnHHoe 0by4eHne
G¢ = (V, Ey) — HEOpuEeHTHPOBaHHBIN rpad, Haw

r7e V' — MHOXECTBO BepiivH, E; © VXV —
MHOYKECTBO HAOJIIONAEMBIX CBI3EU 10
MOMECHTa BPEMCHHU /.

O,

TaTbA

Pucynok 1 — IIpumep rpada



MeTpHUKH OLIEHKH Ka4yeCcTBa

JIJ1s1 TIpOTHO3a HOBBIX TEM IS HAYYHBIX CTATEW:
1) Precision (TOYHOCTb) — J10JIsI KOPPEKTHO HAWJICHHBIX HOBBIX TEM C]%GI[I/I BCEX HAWUJICHHBIX:
P

Precision = ———.
TP + FP
2) Recall (momHoTa) — 107151 peasibHO CYIECTBYIONMINX HOBBIX TEM, KOTOPBIE MOJIENIb CMOTJIa OOHAPYKUTh:
Recall = ————.
TP+ FN
3) Fl-score — ucnonbs3yercst npu HecOaIaHCUPOBAaHHBIX JAHHBIX:
F1 = 2x PrecisionXRecall

Precision + Recall’

4) ROC-AUC — c1ocoOHOCTh MOJICNIH OTJUYATh HOBBIE TEMBI OT CTapbIX 110 BCE II0pOraM:

ROC — AUC = j TPR(FPR)d(FPR).
0

TP — 4ynC10 KOPPEKTHO BBISBICHHBIX TEM; [P — YHCJI0 HEBEPHO BBISBICHHBIX TEM; FN — YMCIIO NPOITYLIEHHBIX HOBBIX TEM;
TPR - Recall; FPR=

FP+TN "’



H3BjeyeHne MPU3HAKOB

/ TeKcToBble NPU3HAKHU \

TF-1DF, word2vec, BERT —
SMOEITMHTY TEKCTa, UIIN
CIIoco0 mpeoOdpa3oBaHuUs
00BEKTOB, TaKHE KaK CJI0Ba, B
YHCJIOBBIE BEKTOPHI
(UKCHPOBAHHOM PA3MEPHOCTH.

. /

/ TemaTtnyeckme NpuUsHaKu \

LDA/Topic Modeling — meton
oOy4eHust 0€3 yuuTes,
MPEAHA3HAYCHHBIN JIJIS
OOHaAPY>KEHUS CKPBITHIX
a0CTPaKTHBIX TEM B OOJIBIITHX
KOJIJIEKITUSIX TEKCTOBBIX

/ fpadosble NpU3HaKK \

KI[OK}’MCHTOB. /

U

centrality — BaXKHOCTb y371a;
pagerank — paHXHUPOBaHUE
JTOKYMEHTOB/Mepa
IIEHTPAJIbHOCTH;
community detection —
IPYIIUPOBKA y3JI0B B

KJacTepe. /




AJITOPUTMBI AJIS U3BJIeYeHUA rpaoBbIX NPU3HAKOB

1) Centrality onpenensieT Mepy Bas)KHOCTH y3J1a B rpade Ipyu CyMMHUPOBAHUE BCEX €r0 BXOJAIINX M UCXOASIIUX CBSI3EH.

C;= z W;ij,T/ie W;j — BeC pebpa Mex/y y3JlaMHu i U j.
J
2) PageRank — 3T0 aJiropuT™M paH>XKMPOBAaHMS, KOTOPBIN U3MEPSICT BaXKHOCTh M aBTOPUTETHOCTH CTAaThHM Ha OCHOBE aHAJIN3a €¢
CCBIJIOYHOTI'O HpO(I)I/IJIH Y4YuTeIBaeTCs KOJINMUYECTBO CCHUIOK U X Ka‘-ICCTBO
PR(T;)

PR(a)=(1 —d) + dz D) , e

PR(a) — pagerank nmoxymenTa a; d — Koa(phUIIMEHT 3aTyXaHus, KOTOPBI HMUTHPYET BEPOSTHOCTH Iepexoaa K crarbe (~0.85);
n —o0111ee KOJIUYECTBO CTPAHUIL, CChUIAIOIIUXCA Ha paboTy a; T; - Kaxaas u3 CTpaHull, CChUIaloNMXcs Ha padoty a; PR(T;) —
pagerank oguoi crpanuiisl; C(T;) — 00111€€ KOJUYECTBO MCTOYHHUKOB Ha CTPaHUILBI Tj, KOTOPBIE CCHIJIAIOTCS Ha JIpyTrUe
HWCTOYHUKH.

3) Community detection — MeTo/ aHalM3a CETEHl, KOTOPBIN 3aKIII0UaeTCsl TPYNIUPOBKE Y3JIOB B KJIIACTEPHI HA OCHOBE UX
BHYTPEHHUX cBs3el. OHa U3 METPUK KauecTBa pa36I/I€HI/I5{ y3JIOB MOIYASIPHOCTD Q.

Q= Z[Zm 4m2]c5(cl,c]) rae

m — KOJIMYECTBO CBsA3CH; A — MaTpHIa CMEKHOCTH rpada; K; - CTEeIeHb BEPIIUHEI I; C; - HOMEP Kjacca, K KOTOpOMY
1, Ci = Cj
0, Ci Cj

MPUHAJIEKUT BepIIMHA [; G(Ci, cj) =



OcCHOBHBIE MNOAX0AbI I IIPOI'HOZUPOBAHUA

1. AJroput™ JUIS HPOrHO3UPOBAHUS «HEOXKHIAHHBIX KOMOMHAIINI))

2. MammHHOe 00y4YeHHE Ha pa3BUBAIONINXCS rpadax 3HAHUU,
HapyuMep, TEMIIOPaJIbHbIC I'PpaOBbIC HEUPOHHBIE CETH

3. AHcaMmOIeBBIN ITOJAX0M, KOTOPbIi KOMOMHHUPYET B c€0€ HECKOJILKO

METOHOB: HaIIpUMEp, HEUPOHHAsI CETh U aHCAMOJIb JICPECBLEB
pEIICHUM



OcCHOBHBIE MoaAX0Abl AJi1 HIPOrHO3UPOBAHMUII.
HpeI[CTaBJ'IeHI/Ie BXOJAHBIX U BBIXOJAHLIX JAHHDBIX

1. AHanm3 HEOXKUIAHHBIX KOMOMHAIINMH,
* Bxoaneie nanneie: cogepxkanue (S), koHTeKCT (C)

* BeIxonHbIE TaHHBIC: MEpa HEOXKUIAHHOCTH U

2. TemnopaibHble rpadoBbie HEUPOHHBIE CETH.
* Bxonnsie gannbie: y3ibl rpada (V), peopa (E; € V'XV)

° BBIXOI[HI)IG HaHHBIC. BCPOATHOCTD P, YTO B MOMCHT BPCMCHH [ IOSIBUTCS HOBas T€Ma

3. AmncamOJeBbIM TOIXOII.

* Bxoanbie nannbie: 1 BeTku GNN (rpadossie npusHakn), 111t GBDT BeTku (TEKCTOBBIE
IPU3HAKN)

* Brixonnsie nanHble: npeackazanue (0 uau 1), 4yto B myOJuKaIysIXx BO3HUKHET HOBask TEMa



AHAJN3 HEOKUTIAHHBLIX KOMOMHAIINHU

JlaHHBII METO/T OCHOBAH Ha TOM, YTO HAay4YHBIE TPOPBIBBI YaCTO BOSHUKAIOT HE pe3yibTare yriyOiaeHus B OAHYy 00JIacTh, a Mpu
KOMOWHAIIMY 3HAHUW U3 JaJCKUX APYT OT Apyra AUCIUILIMH. KpoMe Toro, OH MO3BOJIIET HAXOIUTh CKPBITHIC CBS3U B
00JBIIOM 00bEME HHPOPMAITUH.

KomIoHeHThl KOMOWHAIIU:
1. coJiepkanue (content): KOHLIENT, TEMbI CTaThbU U Ap. (S);
2. KOHTEKCT (context): MecTo, B KOTOpOM OIyOIMKoBaHa jJaHHas crarbs (C).

3aja4a METO/a: BBIIBUTH M KOJIMYECTBEHHO OIEHUTh «HEOXKUIAHHOCThY KoMOuHarmu (S, C) 1 cBsi3aTh €€ ¢ OyayImum
BIWSTHUEM PaOOTHI.

B 3ToM uccinenoBanuu ucnoib3yroTes: 19 916 562 6noMenMIIMHCKUX cTaTel, onmyOJIMKOBaHHBIX B epuoj ¢ 1865 mo 2009 rox
u3 0a3bl JanHbiXx MEDLINE; 541 448 crareii, onmyonukoBaHHbIX B iepuoji ¢ 1893 mo 2013 rox B o0nactu pu3mdyeckux HayK
13 KypHAJIOB, OMyOJUKOBAaHHBIX AMEpUKaHCKUM (u3ndeckum ooiiectBoM (APS), u 6 488 262 naTeHTOB, BbIJIAaHHBIX B
nepuog ¢ 1979 o 2017 rox u3 6a3el gaHHbIX atreHToB CIIIA

Shi F., Evans J. A. — 2023
GitHub: https://eithub.com/Knowledgelab/hyper-novelty .
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AHAJIN3 HEOKUTAHHLIX KOMOMHALIUU

Mepa HEO:KHIAHHOCTH: €CJIM TeMa S pesIKko BcTpedyaeTcsl B KoHTekcTe C, uX KoMOuHaius Oy/ieT HeOXKHJaHHa.

1. Jnsa TUCKPETHBIX COOBITUH (1151 KOHKPETHON TEMBbI):

KL-nuBeprennus (paccrosHue Kynbb0aka-Jleiibnepa) — 370 MeTpuKa JjIsi CpPaBHEHHUS JBYX paclpeieiCHU
BEPOSITHOCTEN, MTOKA3bIBAIOILAS], HACKOJIBKO OJTHO PAaCIPEACIICHUE OTIIMYAETCS OT APYTOro.

A
UGS, C) = ZA(i) log%,

A(i) — ucTUHHAs BEPOSITHOCThL COOBITUS i; B(i) — 0a30BOE pacnpeacicHueE.

2. JIJ1s MHOKECTBA TEM:
U(S,C) =1 — cos(Vs, Vyiopar) » TAE

V. — BEeKTOp pacnpencaeHus Bcex TeM B KOHTekeTe C
Vgiobal — BEKTOP TII00AILHOIO PACIIPEIEIICHUS BCEX TEM,

KocHHyCHOE paccTOsHUE MEXKIY BEKTOPAMH PACIIPENAEICHHUS
cos(4,B) =

A-B
AIHIBII

I/IHTeDHDeTaHI/IHI 4YCM BBIIIC U, TEM HEOOBIUHEE COUeTaHHE TEMBI 1 KOHTEKCTA.




True Positive Rate

Pe3yabTarsl NPOrHO3UPOBAHUS

HoBble KOHTEKCTHBIE KOMOMHAIIUM TaKXKe MPEICKa3yeMBbl:

1. buomenumnuna: AUC = 0,99

HHTCPpIpCTAlUA: IPAKTUYCCKHU NACAIIBHOC ITPCACKA3aHUC, 00J1aCTh CUJIBHO 3aBHUCHUT OT 3aMCTBOBaHHUS MCTOAOB U3BHC

(uH(OpMaTHKa, XUMUS)
2. ©®usuka: AUC = 0,88

HHTCPIIpCTAlMs: BBICOKAA TOYHOCTb, CKOPEC BCCTO, 00J1aCTh XO0pomo COBMCCTHUMA C KOMIIBIOTCPHBIMU TCXHOJIOTHMAMU

3. N3o6petenus: AUC = 0,83.

MHTEPIIPETALNS: XOPOIIAasi TOYHOCTh

o
o

o
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Pucynok 2 — I'pa¢puk ROC-AUC 6uomMeauiHbl
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Pucynok 3 — I'papuk ROC-AUC ¢usuku
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I'padoBbie HennpoHHBIE ceTH, GNN

I'padpoBrie HeliponHble ceTd, GNN (Graph Neural Networks) — T HEHpOHHBIX CeTe, IpeIHa3HAYCHHBIX JIJIS
paboThI C JaHHBIMU, IIPEJACTABICHHBIMU B BUJIE IpadoB, TAE y3Jbl — 00BEKTHI, a peOpa — CBIA3U MEKIY HUMU.
PaboTratoT Ha OCHOBE MPUHILIMIIOB MEepeaadr coo0eHu (message passing): arperaius uHGOpMaIu OT COCEIe 1
0OHOBJIEHHE COOCTBEHHOI'O COCTOSIHUS y3J1a.

hl(,k) = Update (h,(,k_l),Aggregate ({Message (hg"')) |u € N(v)})) , T7e

Message(...) — reHepalns COOOIIEHUN OT BCeX cocelien; Aggregate(...) — arperaiys 3TUX COOOIIEHUM B OAUH

k_l [
BEKTOP; update(...) — 0OOHOBIIEHHE COOCTBEHHOTO COCTOSHUS y3J1a h,(, ) ¢ ucnonp30BaHEM arperupoBaHHOM

k
MH(pOpPMAIIUM JJIs TTOJTYUYECHUSI HOBOTO COCTOSIHUS hl(, ),

Gu X., Krenn M. — 2025

Pucynok 5 — ITpumep GNN
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IHoaBua GNN - TGGN

TemnopanbHbie rpadOBble HEUPOHHBIE CETH — 3TO MOJICIIH, KOTOPbIE KOMOMHUPYIOT
BO3MOKHOCTH I'papOBBIX HEMPOHHBIX CETEH M PEKYPPEHTHBIX CETEH, 00padaThIBAOIINX
BPEMEHHBIE MMOCIEA0BATEILHOCTH.

AJITOpUTM pabOThI 3TOTO METO/IA:

1. rpacdoBasg yactb: BHauase GNN oOpabarbsiBaeT CTpyKTypy rpada, arperupys
UH(pOpPMAITHMIO OT COCETHUX Y3JI0B, YTOOBI CO3/IaTh UX MPEICTABICHUS;

2. BpEMEHHas 4acTh: MMOJYUYEHHBIC IIPEJICTABICHUS Ha IIEPBOM ATare 00padaThIBatOTCs MO
BPEMEHHOM MOCJIEAOBATEILHOCTH C IMMOMOIIbIO PEKYPPEHTHBIX OJIOKOB®, KOTOpHIE
MIO3BOJISIOT MOEIH 3alIOMUHATh M YUYUTBIBATh IIPEJIbIAYIIEe COCTOSHUE Ipada™™.

*rHanpumep, LSTM — ucnonb3yetcs s 1oarocpounoit 3asucumoctu, i GRU — noxox Ha LSTM, HO umMmeeT OoJiee JIETKYI0
CTPYKTYDY.

**cocrosiHue rpada — 3To SMOETUHT, TO €CTh BEKTOPHOE MPEJCTABICHUE y3Jia, KOTOPOE TEHEPUPYETCS ONPEACICHHBIMU
(YHKUIHSIMU.



Oo0Oyuyenune TGNN

Apxutexktypa TGNN:
Aggregator I | I | Embedding ]
[ I'pad G, H Message func ]—{ func Update memory module
: Ciout
pecKa3aHus
0

Ha miare Message func—Aggregator func nepenaercss sMOeAAUHT y37a (BEKTOPHOE MPEACTaBICHUE, OTPAXKAIOIIEE €ro CBI3U Ha
MOMeEHT t); Ha mar Update memory nepenaercsi TeMIopaibHO-000TralieHHbINH SMOEIMHT (BEKTOpP, YUUTHIBAIOIIMNA UCTOpHIO Trpada
no t; Ha mar Embedding module nepenaercs dbuHanbHBIA SMOEIIMHT Ji1 TPEACKA3aHUS;, HA IIare «CJA0H MpeacKa3aHus»
MPOTHO3UPYETCSI BEPOSITHOCTD UJIM KJIACC OTBETA U MEPEAAETCA B BBIBOJI.

B cnoe npenckazanuss TGNN ucnonb3yercss PyHKIUS aKTUBAMKU U (DYHKIUS TOTEPh NIt OMHapHOM kiaccudukanuu — Binary Cross-
Entropy (BCE). OHa onipefensieT pa3HHIly MEXIY NPOLHO3HPYEMBIM 1 (haKTU4ECKUM 3HAYCHHUEM.

1
BCE = — N [v;logp; + (1 — y;) log(1 — p;)], roe
im1
N — obIiee KOMMYECTBO JAHHBIX; ;- 5TO 3HaUYEHHE KaKIO0ro 2jeMeHTa B Habope maHHbIX (0 mmu 1); p; - 3TO BEPOATHOCTH TOTO, YTO
HpeI[CKaSaHHoe 3HAUYCHUC HpI/IHaI[JIeX(I/IT K Kﬂaccy 1



Pe3yabTarsl NPOrHO3UPOBAHUS

JlaTaceT BKJIFO4aeT B ce0s1 Oonee 21 MUILTMOHA HAyYHBIX PadoT,
¢ 1709 rona (HaunHas ¢ nucbMa AHTOHM BaH JIEyBEHXyKa) U 1O
anpenib 2023 roga. Ho B manHoM paboTe MojieNib Oblia 00ydeHa
Ha 10 MITH ciy4yalHbIX JaHHBIX U3 naracera ¢ 2016 roga mo

2019.

ROC-AUC = 0.747 Ha TeCcTOBOU BBIOOPKE MOKA3BIBAET, UTO
MOJIeJIb 001aJJa€T YMEPEHHOM TOYHOCTBIO, TaK KaK pe3yJIbTar
3HAYUTEIBHO BBIIIE CIYYaWUHOTO yraJIbIBAHUS.

Takke MOXXKHO 3aMETUTh, UTO HA BaJIUIAIMOHHON BHIOOPKE
METPHKA XyXKE, YEM HA TECTOBOM, 3TO MOXKET YKA3bIBaTh HA

nepeoOy4eHue.

) 1.0

0.8

0.61

TPR

train 2016 to 2019

IR: {0-5, >=100} ol

i test: auc=0.747
o —-= @val: auc=0.694
¢ -== random: auc=0.5

02 04 06 08
FPR

Pucynok 6 — ROC-AUC
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I'mOpuaHbIe U aHCaAaMOJIeBbIe MOAX0AbI

Nnes MeToaa: UCIIOIb30BaHME KOMOMHAIIMI MOJIENIel, paOOTalOIMX C Pa3HBIMU TUIIAMU PU3HAKOB,
JUISL YBEJTMYECHUSI TOYHOCTH MPEACKA3AHUS.

KiaroueBbie aclIeKThI:

1) KomOuHanms mojaenei — 00beIMHEHNE pa3HbIX aJITOPUTMOB JIJIS YIIYUILICHUS IIpeICKa3aHuM.

2) Pabora ¢ pa3HbIMU TUIIAMU IPU3HAKOB — TEKCTOBBIEC, YUCIIOBBIC, CETEBbBIC U AP.

3) I1oBbIIIEHNE TOYHOCTH U YCTOMYMBOCTH — YMEHBIIIEHUE OLIMOOK U IIepeoOyUeHUSI.

4) [lonynsipHbIEC TEXHUKH:

- Bagging (Random Forest)
- Boosting (XGBoost, LightGBM)

- Stacking (HeiipoceTu + KJacCUUeCKrUe MOJACIIH )



GBDT - gradient boosting decision trees

GBDT — 5T0 ME€TO/T MAaIITMHHOTO 00YUYE€HU S, KOTOPOE MOCIEA0BATEIILHO CTPOUT JACPEBbBS, KAXKI0€ U3
KOTOPBIX UCIIPABIISIET OMUOKU MPEABIAYILETO.

M
Fu(0) = Fol0) + ) Ymhm(x), Tae
m=1

Fy(x) - utorosas moaeins nocie M urepanuii; Fo(x) - Ha4albHOE MPEACKAa3aHUE; Yy, - IIAr
oOydenus (learning rate) Ha urepanuu m; h,, (x) — Moaeab, 0OydeHHas] Ha UTEPaLIH 1.

Training Data \

Original Data, D1 l— Updated Data, D2 grom=== Updated Data, DN
) | . update l update B I
. \  weights [ ; } weights [
Treel / \__Tiee2 / TFCICN J
Predict 1 Predict 2 Predict N
| |
Average

Lu Y. Predicting Research Trends in Artificial
Intelligence with Gradient Boosting Decision Trees and Pucynok 7 — Ilpumep GBDT

Time-aware Graph Neural Networks. - 2022



ApXMTEKTYpa rHOPUIHBIX MoaeJIen

1) GNN-BeTBb:
* BHISB/ISICT BpeMEHHbIE€ MATTEPHBbI: KaK TEMbI Pa3BUBAIOTCS CO BPEMEHEM;
* FeHEepUpPYET SMOCAAMHTY IS KK A0M MyOIuKaIlluM, OTpa)karoliue €€ KOHTEKCT B rpade;
* YIABJIMBACT CTPYKTYPHbIE 3aBUCUMOCTH;

2) GBDT-BeTBB:
* MCMOJIL3YET ATPUOYTUBHBbIE MPU3HAKH MYyOJMKALUI: KJIIIOYEBBIEC CII0BA, KOJUYECTBO aBTOPOB,
KYpHaJIbl, IO/l MyOJIMKAIUH;
* XOPOIIIO BHISIBISICT KOPPEJISAIUN M BAXKHOCTh NPU3HAKOB /IS KiIacCU(UKAIIMUA WIIH
MPOTrHO3UPOBAHUS HOBBIX TEM.

3) Causinue MoaeJiei:
* KOHKaTeHaus dMOeIMHIoB: 00beguHeHre BbIxo/10B GNN u GBDT nepen ¢punHanbHOM
KJ1Iaccu(pUKaIUEeH;
* CTOKMHI: YCPEIHECHUE WJIM B3BEIIMBAHUE MPEACKA3aHUN ABYX MOJICJICH JIJISI UTOTOBOTO PEIICHMS;
* [IO3BOJISIET MCIIOJIb30BaTh CUJIbHBIE CTOPOHBI 00EHX BETBEH OJHOBPEMEHHO.



CpaBHUTEIbLHbIH AHAJIU3

OcHoBHAaA uaes

IMpeumymecrea

Orpannyenus

BrisBisieT HOBbIE TEMBI ucpes

pelKue WM HeOObIYHbIC
COYETaHMS KITIOUEBBIX
CJIOB/KOHIICIUI B
MyOJIUKAHUSIX

IIpocroTta B peanuzanuu,
XOPOIIIO BBISIBIISIET
paJuKaIbHO HOBBIE UJICH

HUrnopupyert rpadoBbie U
BPEMEHHbBIE 3aBUCHMOCTH,
YyBCTBUTEJICH Y IIIYMY B
TEeKCTaxX

Monenupyert rpad
IUTUPOBAHUU C YUETOM
BPEMEHU IS
MIPOTHO3UPOBAHMUS HOBBIX
TeM

YUUTBIBAET CTPYKTYPHBIE U
BPEMEHHBIE 3aBUCUMOCTHU

Bricokre BRIUMCIUTEIBHbBIC
3aTpaThl, CI0XKHO
MaciTabupoBaTh

KomMOunupyet rpadoByto
00pabOTKy 1 aHaAIN3
aTpuOyTOB IyOIMKAIIAN IS
Mpe/ICKa3aHMusl HOBBIX TEM

Hcnonp3yeTr cuinbHbIE
CTOPOHBI 00EUX BETBEH,
MTOBBIIIAET TOYHOCTh, TaK KaK
YUYUTBIBAET U CTPYKTYPY H
MPU3HAKK MTyOJIUKAITUI

CJ105)KHOCTB peanu3aliuy,
TpeOyeT OrpOMHBIX PECYpPCOB
1711 OOy4eHUs U CIUSTHUS
JIBYX MOJICJIEN



Tekyuiue orpaHn4YeHust

1) MacmraOupyeMOoCTh: aHaJIN3 AJIMHHBIX ITOCIEI0BATEIbHOCTEN UIIH
HENPEPBIBHBIX MOTOKOB COOBITHM O3HAYAET 0OOPAa0OTKY M XPAaHECHUE OUYE€Hb OOJIBIINX
00bEMOB MH(DOPMAIHH.

2) Bo Bropom metosie TGNN KITHOYEBBIM OrpaHUYCHUEM SBJISICTCS NOTEPS
JOJATOCPOYHOM MH(OPMAILIMK, MOKET CHHXKaTh TOYHOCTh BBISIBJICHUS TPEH/IOB.

3) AganTanysi K HOBBIM TPEHAAM: MOJIEIH IJI0X0 CIPAaBISIOTCS C OBICTPO
MEHSIIOIIUMHUCS HAYYHBIMM HaIIpaBJICHUS 0€3 IepeoOydCHUS.

4) UHTEpIpeTUPYEMOCTh: THOPUAHBIE MOJICIN CI0KHO OOBSICHUTD, YTO 3aTPYAHSICT
IMOHUMAaHHUE IPUYHH BbIACICHUS HOBBIX TEM.

Tomunosa H.U, bazapos C.A. - 2024



3aKJII0YeHHUE

J17151 BBISIBJIGHMSI HOBBIX Hay4YHBIX T€M CTaTell ObLIIM UCIIOJIb30BaHbI TAKHE METOAbI, KaK:
1. AJITrOpUTM «HEOXUJTAHHBIX KOMOMHAIM
2.  TemnopanbHble rpadoBbIe HEHPOHHBIE CETH

3.  AHcaMOieBBIil ITOAXO0I

PesyabraramMmu uccjae10BaHUs SIBISIOTCS:
- buomegunmna: ROC-AUC = 0,99; duzuka: ROC-AUC = 0,88; nzooperenus: ROC-AUC = 0,83.

- ROC-AUC = 0.747 na TectoBOi1 BEIOOPKE (pazmMep TeCTOBOM BbIOOPKHU — 10 MITH JJAHHBIX )

IlepcnekTHBA MCNOJIL30BAHUA JAHHBIX HAMPABICHUM 3aKJII0YAETCS B TOM, YTO KOMOMHAIIUS ABYX
MOJIXO/IOB AEMOHCTPUPYET XOPOIIUHN PE3yIbTaT MPOTHO3UPOBAHUS B Y3KOCIICIIUATIU3UPOBAHHBIX 001aCTsIX
U COXpaHsieT po0acTHOCTh NMpu MaciuTade 10 10 MIIH JaHHBIX, YTO CO3JAET OCHOBY JJISI CUCTEMBI
[IPOTHO3UPOBAHUS HAYUYHBIX TPEHIOB.
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